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A tree decomposition of $G$
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## Our Results

## Theorem

There is a $2^{\mathcal{O}\left(k^{2}\right)} n^{\mathcal{O}(k)}$ time 8-approximation algorithm for tree-independence number, which also outputs the corresponding tree decomposition.
$\Rightarrow 2^{\mathcal{O}\left(k^{2}\right)} n^{\mathcal{O}(k)}$ time algorithms for several problems parameterized by tree-independence number $k$

Hardness results:

- Assuming Gap-ETH, no $f(k) n^{o(k)}$ time $g(k)$-approximation algorithm
- For every constant $k \geq 4$, NP-hard to decide if $\operatorname{tree}-\alpha(G) \leq k$
- (For $k=1$ linear time, $k=2,3$ remain open)
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## Observation

Branches (2) and (3) decrease $\alpha\left(R \backslash N\left(V_{1} \cup V_{2}\right)\right)$.
$\Rightarrow$ Branching tree of size $n^{2 \alpha(R)}$
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Task: Find an $\left(V_{1}, V_{2}\right)$-separator $S \subseteq R$ with $\alpha(S) \leq 2 k$, or conclude that no such separators with $\alpha(S) \leq k$ exist

Variables: $x_{v}$ for all vertices $v \in R$
Separator inequalities:
$x_{v}+x_{u} \geq 1$ for all $v \in N\left(V_{1}\right), u \in N\left(V_{2}\right)$ with $v-u$ path with internal vertices in $G \backslash R$
Independence number inequalities:
$\sum_{v \in I} x_{v} \leq k$ for all independent sets $I \subseteq R$ with $|I|=2 k+1$

## Lemma

Rounding a fractional solution gives a solution with independence number at most $2 k$
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## Conclusion

- First XP approximation algorithm for tree-independence number
- Testing tree- $\alpha(G) \leq k$ is NP-hard for every $k \geq 4$
- Open problem: Complexity of testing tree $-\alpha(G) \leq k$ for $k=2,3$ ?


## Thank you!

## Thank you!

